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Abstract— This paper proposes a novel learning-based con-
trol policy with strong generalizability to new environments that
enables a mobile robot to navigate autonomously through spaces
filled with both static obstacles and dense crowds of pedestrians.
The policy uses a unique combination of input data to generate
the desired steering angle and forward velocity: a short history
of lidar data, kinematic data about nearby pedestrians, and a
sub-goal point. The policy is trained in a reinforcement learning
setting using a reward function that contains a novel term
based on velocity obstacles to guide the robot to actively avoid
pedestrians and move towards the goal. A series of experiments
in detailed simulated environments demonstrate the efficacy
of this policy, which is able to achieve a higher success rate
and a higher average speed than either standard model-based
planners or state-of-the-art neural network control policies.

I. INTRODUCTION

One common application of autonomous mobile robots
is replacing manual labor to provide last-mile delivery ser-
vices. For example, delivering sterile supplies and injection
medicines to patients in hospitals, delivering materials to
various packaging workstations in warehouses, and deliver-
ing delicious food or groceries to customers in restaurants
and grocery stores [1]–[3]. All these tasks have time limits
and require mobile robots to navigate autonomously and
quickly to destinations through a partially known space
filled with moving people and other static obstacles. The
main challenges faced by these mobile robots are perceiving
complex environments, especially unknown and dynamic
pedestrians; extracting useful information; and generating a
policy that yields autonomous navigation.

There is an abundance of studies that focus on robot
navigation problems, with solutions ranging from tradi-
tional model-based approaches to learning-based approaches
(i.e., supervised learning-based approaches and reinforce-
ment learning-based approaches). Typical model-based ap-
proaches compute efficient paths and the parameters are
easily interpretable, but require manually adjusting model
parameters for different scenarios, making them difficult
to implement and adapt to new settings [4]–[15]. On the
other hand, learning-based methods utilize machine learning
techniques to automate these model generation and parameter
tuning steps, either in a supervised setting using expert
demonstrations or in a reinforcement learning setting using
trial and error. Supervised learning-based approaches are
purely data-driven and easy to use, but only work well in
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static or sparse dynamic environments and require labori-
ously collecting a representative set of expert demonstrations
to train networks [16]–[21]. Reinforcement learning-based
approaches are experience-driven, similar to human learning,
and work in crowded dynamic environments, but typically
rely solely on simulated data and require carefully designing
a reward function [22]–[38].

Although each type of approach has its own advantages
and disadvantages, we choose the deep reinforcement learn-
ing (DRL) -based framework to design a crowd-aware navi-
gation control policy to address crowded dynamic navigation
because it is difficult to manually design a general model or
collect effective training data in uncontrolled and human-
filled environments. The reward function design also gives
us more freedom to integrate the strengths of model-based
and learning-based approaches. In this paper, our primary
contribution is designing a novel velocity obstacle (VO)-
based reward function, which effectively guides the robot to
learn a robust navigation policy with a good balance between
collision avoidance and speed. Another key distinction is
that we create a novel combination of preprocessed data
representations for the input to our neural network-based
control policy, using a short history of pooled lidar data,
the current kinematics of nearby pedestrians, and a sub-goal
point. We demonstrate the efficacy of our approach through a
series of simulated experiments, showing that our approach
achieves a better balance between collision avoidance and
speed, and generalizes to unseen environments and crowd
sizes better than state-of-art approaches, including a model-
based controller [4], a supervised learning-based approach
[21], and two DRL-based approaches [24]. Note that the full
version of the paper and more details can be found in [39].

II. NAVIGATION POLICY

In this section, we formulate the navigation problem, with
a focus on safety and speed through dynamic environments.
We then detail our DRL-based approach, describing the pre-
processed observation space, the DRL network architecture,
and the novel VO-based reward function design.

A. Problem Formulation

In order to autonomous navigate to a goal through a dy-
namic environment with moving pedestrians, the robot must
extract useful information from its sensors and process this
information to get the partial observation of the environment,
ot. The robot then uses this partial observation ot to compute
the suitable steering action at via a control policy πθ, which
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Fig. 1. Overall system architecture of our DRL-VO control policy.

takes the form of a parametric model

at ∼ πθ(a
t|ot), (1)

where θ are our model parameters. This complicated navi-
gation decision-making process can be formulated as a large
partially observable Markov decision process (POMDP). The
deep reinforcement learning approach is a typical method to
solve such a large POMDP [40].

B. Observation Space

The observation ot = [pt, lt,gt] has three components in
our control policy: pedestrian kinematics (pt), lidar history
(lt), and the sub-goal position (gt). Note, all data in the
observation ot is expressed in the local robot frame.

1) Pedestrian Kinematics Observation: To extract infor-
mation about pedestrians, we first feed the raw stereo camera
data into the YOLOv3 [41] object detector to obtain bound-
ing boxes and then extract the corresponding points from the
3-D point cloud to measure the pedestrian positions. These
position measurements are fed into a multiple hypothesis
tracker (MHT) [42], which performs data association to yield
a collection of target tracks containing relative position and
velocity information. Finally, we encode the pedestrian kine-
matics into occupancy grid-style maps specifically designed
for our network architecture, as the ZED Camera track in
the Feature Generation block of Fig. 1 shows.

2) Lidar History Observation: Most initial works using
learning-based policies for robot navigation used the entire
lidar scan message. However, our early fusion architecture
requires that lidar feature map to be the same size as the
pedestrian feature maps. Thus, we need to convert the lidar
data into an 80×80 feature map. Motivated by the lidar data
downsampling operation from [43], we use a combination
of minimum pooling and average pooling to extract two
separate distance measurements per scan region, as the
Hokuyo Lidar track in the Feature Generation block of Fig. 1
shows, a process we found to yield the best performance.

3) Goal Position Observation: With the observation data
from sensors, the robot also needs to know where the goal
position is. Instead of feeding the final goal point to our DRL
network, we choose the sub-goal point from a nominal path

as our goal position observation. We use the pure pursuit
algorithm [44] to extract this sub-goal point, as the Goal
Point track in the Feature Generation block of Fig. 1 shows.

C. Action Space

The action at = [vtx, w
t
z] of our DRL control policy are the

steering velocities, where vtx is the translational velocity and
wt

z is the rotational velocity in the robot’s local coordinate
frame. Note: The action space is a continuous space. The
range of the translational velocity vtx is set to [0, 0.5], and
the range of the rotational velocity wt

z is set to [−2, 2].

D. Network Architecture

The Feature Extractor network is identical to the backbone
CNN network of our previous work [21], which fuses the
lidar historical observation lt and pedestrian kinematics
observation pt. We use the PPO algorithm to train our DRL
network, and use Adam optimizer [45], a stochastic gradient
descent method, to find the optimal model parameters θ∗.

E. Reward Function

Navigation has two competing objectives, we want the
robot to move as quickly to reach the goal in minimum time
but also safely to avoid colliding with any stationary objects
or moving pedestrians. Thus, we design a multiobjective
reward function:

rt = rtg + rtc + rtw + rtd (2)

where rtg making progress towards the goal, rtc penalizes
passively approaching or colliding with an obstacle, rtw
penalizes rapid changes in direction, and rtd rewards actively
steering to avoid obstacles and point towards the sub-goal.

1) Reaching the Goal: The reward is given by

rtg =


rgoal if ∥ptg∥) < gm

−rgoal else if t ≥ tmax

rpath(∥pt−1
g ∥ − ∥ptg∥) otherwise,

(3)

where ptg is the goal position (in the robot’s frame) at time
t. We use rgoal = 20, rpath = 3.2, gm = 0.3m, and tmax =
25 s.



Fig. 2. The geometric pictogram for velocity obstacle V OA,B , collision
cone CCA,B , and special occupancy SOA,B .

2) Passive Collision Avoidance: The reward is given by

rtc =


rcollision if ∥pto∥ ≤ dr

robstacle(dm − ∥pto∥) else if ∥pto∥ ≤ dm

0 otherwise,
(4)

where pto is obstacle position at time t. We use rcollision =
−20, robstacle = −0.2, dr = 0.3m, and dm = 1.2m.

3) Path Smoothness: The reward is given by

rtw =

{
rrotation|ωt

z| if |ωt
z| > ωm

0 otherwise,
(5)

where rrotation = −0.1 and ωm = 1 rad/s.
4) Active Heading Direction: The reward is given by

rtd = rangle(θm − |θtd|), (6)

where θtd is the desired heading direction in the robot’s local
frame and θm is the maximum allowable deviation of the
heading direction. We use rangle = 0.6 and θm = π

6 rad.
The key to this reward term is to find the desired direction

that moves towards the goal while also being collision free.
To do this, we extend the concept of velocity obstacles [5],
which create a collision cone CCA,B containing any relative
velocities vA,B ∈ CCA,B that will cause a collision at future
time, as Fig. 2 shows. Using the collision cone CCA,B , the
robot can know which heading direction angles will cause
collisions with all of the moving pedestrians tracked by
MHT. The robot then uses these collision cones and the
direction of the sub-goal (θsg) to find the desired heading
direction angle θtd, as Algorithm 1 shows. This sampling-
based search algorithm is motivated by [6].

III. RESULTS

To demonstrate the efficacy and performance of our pro-
posed control policy, we first design a 3D human-robot
interaction simulator using the Gazebo simulator [46] and
the PEDSIM library [47] and then conduct a set of 3D
simulated experiments. This section describes this setup in
greater detail, presents the procedure we used to train our
network, and compares the results to other methods.

Algorithm 1: Search desired direction angle
Input: Sub-goal direction angle θg , pedestrians from

MHT Bpeds, robot linear velocity vAx
,

number of samples N
Output: Optimal direction angle θtd

1 initialize: θtd ← π
2

2 if Bpeds ̸= ∅ then
3 θmin ←∞
4 for i = 1, 2, . . . , N do
5 θu ← sample from [−π, π]
6 free ← True
7 for B in Bpeds do
8 θvA,B

← atan2
(

vAx sin(θu)−vBy

vAx cos(θu)−vBx

)
9 if θvA,B

∈ [θ − β, θ + β] then
10 free ← False
11 break

12 if free then
13 if ∥θu − θg∥ < θmin then
14 θmin ← ∥θu − θg∥
15 θtd ← θu

16 else
17 θtd ← θg

18 return θtd

robot

goal

(a) Lobby

robot

goal

(b) Cumberland

robot

goal

(c) Freiburg

Fig. 3. Gazebo simulation environments.

A. Simulation Configuration

The robot model is a Kobuki Turtlebot 2, which has
a maximum velocity of 0.5 m/s, equipped with a Hokuyo
UTM-30LX lidar and a ZED stereo camera. The Hokuyo
lidar has a maximum range of 30 m, a FOV of 270◦, and
an angular resolution of 0.25◦ while the ZED camera has a
minimum range of 0.3 m, a maximum range of 20 m, and a
FOV of 90◦.

B. Training Procedure

We use stable-baselines3 framework [48] to implement our
DRL network. To train a control policy, we use the Lobby
environment (Fig. 3(a)) with 34 pedestrians in it. The robot
is then repeatedly assigned to reach a random goal from a
random start position within the free space of the map. We
used this procedure to train two different DRL-based control
policies, one using the full reward (2) (DRL-VO) and one
that does not use the heading direction reward, rtd (DRL).



TABLE I
NAVIGATION RESULTS AT DIFFERENT CROWD DENSITIES AND UNSEEN ENVIRONMENTS

Environment Method Success Rate Average Time (s) Average Length (m) Average Speed (m/s)

Lobby world,
35 pedestrians

DWA [4] 0.82 14.18 5.15 0.36
CNN [21] 0.81 14.30 5.40 0.38
A1-RD [24] 0.86 17.82 6.06 0.34
A1-RC [24] 0.77 16.81 6.89 0.41
DRL 0.75 14.30 6.46 0.45
DRL-VO 0.88 11.42 5.31 0.46

Lobby world,
45 pedestrians

DWA [4] 0.77 15.39 5.16 0.34
CNN [21] 0.79 16.65 5.62 0.34
A1-RD [24] 0.76 23.16 6.61 0.29
A1-RC [24] 0.77 14.65 6.28 0.43
DRL 0.69 13.96 6.41 0.46
DRL-VO 0.81 11.65 5.37 0.46

Cumberland world,
35 pedestrians

DWA [4] 0.74 16.28 5.57 0.34
CNN [21] 0.60 24.25 7.08 0.29
A1-RD [24] 0.88 18.04 6.69 0.37
A1-RC [24] 0.77 15.37 6.66 0.43
DRL 0.56 15.79 6.97 0.44
DRL-VO 0.78 12.62 5.84 0.46

Freiburg world,
35 pedestrians

DWA [4] 0.70 18.15 5.78 0.32
CNN [21] 0.57 20.09 6.66 0.33
A1-RD [24] - - - -
A1-RC [24] 0.65 17.11 6.93 0.41
DRL 0.39 18.21 7.61 0.42
DRL-VO 0.76 13.37 6.16 0.46

C. Navigation Results

We test these two DRL-based policies (i.e., DRL and
DRL-VO), along with other’s DRL-based policies [24] (i.e.,
A1-RD and A1-RC), the CNN-based policy [21], and the
DWA planner [4]. To test the ability of the control policy to
generalize to new environments and crowd densities, we use
the following environments (maps shown in Fig. 3):

• Lobby with 35 and 45 pedestrians: test generalization
across different crowd densities.

• Cumberland and Freiburg with 35 pedestrians: test
generalization to unseen environments.

We then compare the performance of the control policies
using the following metrics, which are commonly used in
the autonomous navigation literature [23], [31], [35]:

• Success rate: the fraction of collision-free trials.
• Average time: the average travel time of trials.
• Average length: the average trajectory length of trials.
• Average speed: the average speed during trials.

For each combination of environment and control policy,
we run 4 tests from the same initial conditions, where
each test consists of the robot navigating through the same
sequence of 25 goal points. Although the initial conditions of
each test are the same, each trial yields different navigation
behavior due to sensor noise, social force interactions, etc.

Table I summarizes our results, where we observe three
key phenomena. First, our DRL-VO policy has a much higher
success rate than our DRL policy in each crowd size, while
having a similar average speed. This shows that the proposed
VO-based heading direction reward is beneficial and plays a
key role in enabling the robot to maintain a good balance be-
tween collision avoidance and speed. Second, our DRL-VO
policy has the highest success rate in every situation (except

for the Cumberland with 35 pedestrians), with the largest
advantage in the crowded environments. This indicates that
our policy has strong generalizability to different crowd
sizes and different unseen environments. Third, the average
speed of the robot using our DRL-VO policy remains nearly
constant across all situations, regardless of environment or
crowd density, allowing it to reach the goal most quickly.

IV. CONCLUSION

In this paper, we proposed the DRL-VO control policy
to enable autonomous robot navigation in crowded dynamic
environments. Our approach differs from prior research in
two key ways. First, we propose a new combination of
preprocessed data representations, which can work well in
crowded dynamic environments and bridge the appearance
gap between an imperfect simulation and reality. Specifically,
the robot fuses a short history of lidar data, current pedestrian
kinematics, and a sub-goal point. All of this data is tracked
in the robot’s local frame, making it robust to errors in local-
ization that are common in crowded, dynamic environments.
Second, we design a novel reward function based on velocity
obstacles, which we show to significantly reduce the collision
rate and maintain a constant speed. We demonstrate that our
DRL-VO policy generalizes better and maintains a better
balance between collision avoidance and speed to different
crowd sizes and different unseen environments than other
state-of-the-art model-based and learning-based policies.
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